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Abstract

The Bay Area Packet Radio Network has been integrated into an existing architecture for
network interconnection: it can be used to provide radic communications for directly
connected hosts, or as an alternative packet transport mechanism to carry traffic between
two local networks. The radio link is operational, and can support regular internetwork
communications at rates ranging from 12 to 20 kilobits/second, with the current Packet
Radio equipment.

Use of the Radionet required only the writing of a network specific driver for the standard
communications software package. The driver is responsible for controlling the interface to
the Radionet, performing fragmentation and reassembly of large packets, routing within the
Radionet, and similar tasks.

This report is afso being distributed as Internet Experiment Note # 78, and Packet Radio
Temporary Note #267.
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1. Introduction

The use of packet radio as a communications system can provide some veny attractive capabilities.
including mobility. ecasc of reconfiguration. and potentially high bandwidth; the Bay Arca Packet
Radic Newwork (the PRNet. or the Radionet [Kahn, er al, 1978]) is an experimental effort to install
and evaluate such a system. In addition to the PRUs. there is a minicomputer based Station
responsible for network control and resource management To date. much of the use of the
Radionet has been to support communication between low-speed terminals attached to the Radionet
and server hosts on the Arpanet: traffic is routed through an internetwork gateway between the (wo
networks.

Computer communications activities at Xerox Parc have included the development of local networks
such as the Ethernet multi-access system [Metcalfe & Boggs. 1976], as well as the design and
implementation of a complete architecture of intermetwork protocols. We have provided
communications for over 500 hosts scattered around the country, attached to about 20 networks. of
7 different types. The availability of the Radionet in the Bay Area provided an unusual opportunity
to experiment with the integration of radio communication into that internetwork environment, and
1o help test the performance of the Packet Radio system.

If a suitable number of Packet Radio Units (PRU's) had been available, it might have been most
attractive 1o consider equipping a large number of hosts with radio connections. using the PRINet as
the primary communications link supporting many different kinds of applications. The limited
supply of PRU's made that impossible; an alternative approach was to experiment with the use of
the Radionet as a path between two existing local networks, using one PRU arttached 1o an
internetwork gateway at each end. The Radionet would then serve as an experimental alternative
route to the existing 9.6 Kbps phone line currently used between the gateways. (The actual
implementation does support end-user hosts directly connected to the Radionet: but with the
limited availability of PRU's. no such hosts are in regular operation.)

In either application, the Radionet link would certainly carry terminal traffic when users at one site
accessed traditional time-sharing services at the other: in addition. it should also be able to suppon
high-volume file transfers, access to page-oriented storage systems. disk copying programs. and other
demanding host-host applications.

Against this background. the basic research plan emerged:

---Develop a hardware interface w the PRL.

--Write a network specific driver for the Radionet.

---Test and measure the initial performance of the Radionet.
—-Connect two internetwork gateways.

--Integrate the Radionet into the existing intemetwork system.
--Assess the actual use of the Radionet as a transit network.
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AU this time. we are operating two Packet Radio Units in Palo Al: one is at the rescarch center
on the side of Covate Hill (Parc). and the other is about a mile away at a Xerox site on Hanover
Street. In addition w the Radioner link. there is a 9.6 Kbps phone line between the o sites.
Figure 1 shows a geographic map of the arca and Figure 2 is a logical map of the nciwork
connectivity: Figures 3 and 4 show the actual installations at Parc and Hanover Street,

2. Interfacing to the Packet Radio Network

The standard hardware host interface to the Radionet is the bit-at-a-time "1822" interface originally
designed for Host-Imp connections on the Arpanet [BBN. 1975). For this project, we have designed
and constructed an 1822 interface for our most common mini-computer: now available in a printed
circuit board version (Figure 5). it has been used both for connections to the Radionet and the
Arpanet. The full duplex interface consists of about 50 MSI and SS] TTL packages, combined with
a small amount of microcode. Communicating with a cooperating zero-delay interface. it can
SUpport instantaneous data rates of about 1 megabit/second in each direction. In practice. the
delays are non-zero. and two of our 1822 interfaces talking directly to each other over a short cable
have a measured peak data rate of about 667 kilobits/second in each direction. The electrical
interface is of the "Distant-Host" type. capable of Supporting communications over distances up to
1000 feet between Host and PRU.

While the hardware interface for moving bits to the Packet Radio Unit is essentially compatible
with the Arpanet 1822. the Host-PRU protocol is very different from the Host-IMP protocol. using
different packet formats and different control procedures. Known as the Channel Access Protocol
(CAP). it provides packer-level access 10 the Radionet and specifies some of the network control
mechanisms. Unlike the corresponding Arpanet protocol, CAP does not by itself guarantee reliable
delivery between two hosts on the Radionet: it does listen for hop-by-hop acknowledgments from
the next radio. and performs limited retransmission to help improve reliability. From our point of
view, the Radionet acts as a "best effort" packet transport medium.

3. Network software for the Radionet

Two different software modules have been used for driving the Radionet interface. One is written
in BCPL. for use in a display-based diagnostic program used for testing. Another is written in
Mesa [Geschke, er al. 1977]. for use in measurement programs and in the actual gateway software.

The BCPL test program provides an interactive facility for debugging both the hardware and the
low-level software: it has a "packet editor” for hand constructing test packeis and analyzing
received data, and for debugging can utilize either the Host-IMP protecol in the Armpanet
environment, or the CAP protocol in the PRNet environment (Figure 6).

The Mesa module is a nerwork specific driver for inclusion in our standard communications package.
The driver is responsible for encapsulating general internet packets for transmission through the
Radionet and for managing neiwork specific protocols.  As mentioned above, our current
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internetwork architecture and protocols provide access to hundreds of hosts. spanning many
networks: both the measurement program and the gateway program use the same communications
package. and arc compatible with the internctwork design (see Figure 7).

The PRNct driver is responsible for all newwork-specific routing and control functions.  The most
unusual aspect of the Radionet driver is the need o utilize the relatively small packet size specified
by the CAP protocol: our internet packets may occupy up o 277 16-bit words (10 words of header
+ 266 words of data + 1 word of checksum). while a maximum size Radionct packet will hold
only 127 words (11 words of CAP hecader and up to 116 words of data). Thus. it may be necessary
1o fragmens any internet packet which is 10 be routed through the Radionet. As is our usual
practice in such situations. we prefer to adopt a form of neiwork specific fragmemation: let the
driver at the entry gateway fragment the internet packet in an appropriate manner. and have the
fragmenis reassembled at the exit gateway. before the packet is routed to its next destination [Shoch,
1979].  This means that the gateway program itself need not know anything about the
fragmentation. but the fragments must all arrive at the same exit gateway for reassembly.

If the packet radio driver is asked to transmit a packet which will not fit in a single Radionet
packet, it is broken up into at most three fragments which are transmitted unreliably and
independently to the PRNet destination. In addition to the CAP header. two words of the CAP
data field are used for network specific encapsulation. One word is a packet sequence number used
only for accumulating statistics, and the second encapsulation word is used to indicate if a packet is
actually one of several fragments which must be reassembled (Figure §). Only the first fragment
contains the internet header. and it is the responsibility of the driver receiving fragments from the
PRNet 10 reassemble them into the original internetwork packet. If all of the needed fragmenis are
not received within the reassembly timeout any accumulated fragments are discarded. Thus, loss of
a single fragment results in the loss of the entire internetwork packet. Since each packet may
require up to three fragments. in the worst case it is conceivable that the internet packer loss rate on
the path through the Radionet could be as much as three times the fragmen! loss rate in the
Radionet: so long as the Radionet performs reasonably well, this is not a significant problem.

To avoid fragmentation, an internetwork packet must contain no more than 103 data words:

103 words of user data
11 words of internetwork overhead
2 words of encapsulation
11 words of CAP header

127 maximum number of words in a Radionet packet.

4. Phase I experiments: Initial "raw packet" tests

In order to gauge the performance of the Radionet we have carried out a series of modest test and
measurement experiments: with several different test programs, we have tried to determine the
capabilities of the Radionet, and assess the results when modifying the packet size. the PRNet
control parameters, or other variables.
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All of the measurements which we have conducted report the actual amount of user data
successfully received through the Radionet. excluding internetwork headers and Radionet headers
(11 16-bit words cach). and not counting any packets which were lost or duplicated. It is our
position that actual user data received is the most appropriate metric. All of the results reported
below represent the average from several runs: unless otherwise indicated. variation among the runs
has been on the order of 2-5%.

lu simplify matters in this first phase. and to avoid any second-order effects. many of the initial
tests described below were run with internet packets of limited size. so that fragmentation would not
be necessary in the Radionet: 100 words of user data + 11 words of internet header + 2 words of
encapsulation + 11 words of CAP header = 124 1o1al CAP words.

These tests were conducted in September 1978 under CAP 4.7.2, using PR 12 at Parc and PR 15 ai
Hanover Street,

Part I-A:  Loop-back iesis

The first set of tesis was run simply using a host directly connected to the network. sending
mternetwork packets but without the need of an internetwork gateway, The microprocessor control
program in the PRU (CAP) includes several control variables for altering the mode of Radionet
operation. but for our inital tests all PRU control variables were left at their standard settings.

To establish an initial baseline for performance of the Radioner, we utilized a series of loop-back
tests under a variety of traffic wpes and paths. By loop-back. we mean the repeated transmission of
regular internetwork packets. returning to the source; these are unreliable "raw packets”, with no
mternetwork acknowledgments being generated -- the source machine simply maintains a non-empiy
output queue at the 1822 interface driver. hoping to keep it busy.

The results are kilobits per second (Kbps) or packets per second (pps) arriving at the sink:  from
these we can derive the number of milliseconds per packet (ms./pac). (Note that a single host is
serving as both source and sink. and the total throughput of that host would be roughly twice the
numbers reporied here.)

100 data words/packet 1 data wd/pac
Kbps  pps ms./pac pps ms./pac
Loop-back via software (copy) 160 100 10 100 10
Loop-back plug at host 1822 port B5 53 19
Loop-back plug at PRU end of cable 78 49 20
Loop-back in Parc PRU 17 11 91 20 50
Loop-back via Hanover Street PRU! 8.0 5.0 200 12.3 B1
Loop-back via Station PRU! 9.7 6.1 164 12.5 B0
Loop-back with 0.0.0.0.0 Route 21 13 77 19.7 51

Two radio hops.
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(Mhservations

=-There is a rather striking decrease in performance upon entering the PRU: throughput looping
back through the PRU is only about 22% of the throughput measured When coming back through a
loop-back plug at the PRU. Passing through the PRU added about 71 ms. of delay per packet.

--When looping back through the PRU or bevond. performance never exceeds 20 packets/second:
looping back 100 word data packets through a distant PRU vielded performance of only about 5-6
packets/second,

--The performance of loop-back with an all zero route was surprising. With no explicit source route
provided. we had expected that the packet would be routed through the forwarder in the PRNet
control station; but it is clear that no radio transmission took place. Evidently. the station assigned
a point-to-point route that eliminated the need to leave the PRU, and that vielded bertter
performance than the explicit route.

--The reduction in performance resulting from moving the loopback plug from the Host end of the
1822 cable run to the far end is solely due to propagation delays. Thel822 interface requires four
signal cable transits per data bir

Pari 1-B:  Raw packet tests. with TRMIDY variation

In an attempt to improve these performance numbers, we have explored several changes to the
default operation of the Radioner. Apparently as a primitive congestion control technique, the
PRU’s have been set up 1o introduce a mandatory idle period between the acceptance of any two
packets through the 1822 port. This is not a paricularly severe burden when supporting low speed
terminal traffic. or when there is substantial inter-packet delay within the host:  but it could
substantially limit the performance of a higher capacity host conmected to the Radionet.

TRMIDY is the Packet Radio digital unit parameter which specifies an enforced idle period
between the receipt of a packet over the 1822 interface and the time when the 1822 is again
enabled: the default value of TRMIDY is 80 ms, This parameter creates a packets/second limit
which depends on packet length and 1822 wransfer rate; the time per packet will be at least:

# of bits per packet
packet transfer time + TRMIDY = = cc-cmmmmmmmmeeoo + TRMIDY.

1822 packet transfer rate

Thus, the packet/second rate will be at most the inverse of this amount. If the source host is not
generating packets at a rate in excess of this, the effects of TRMIDY will go unnoticed: atlempis 1o
generate packets at a faster rate will be throttled by the PRU. If there is additional per packet
delay in the PRU which exceeds TRMIDY. decreasing this interval will have no effect,
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The following loop-back and one-way tests were intended w asscss the effects of varying TRMIDY
under an assortment of loads. These figures are for raw packets with cither 100 16-bit data words
per packet or one data word per packet:  the data rae figures reflect this user data. ‘TRMIDY
values are in hexadecimal: cach unit represents 500 microseconds.

TRMIYY AD 80 &0 40 20 10 02
BOms. 64ms. 4Bms. 32ms. 168ms. Bms . 1ms,

Loop-back inside Parc PRU (Route = 9012.FFFF.FFFF.EFFE FFFF)

100 wds/pac. Kbps 16.7 26.4 24.9 45.9 b54.1 63.4 62.4
100 wds/pac. pps 10.4 16.5 15.6 28.7 33.8 39.6 39.0
1 wds/pac. pps 18.0 26.0 29.5 42.0 46.5 62.5 b51.5
Loop-back inside Hanover Street PRU (Route = 9012.9015.9012.FFFF FFFF)

100 wds/pac. Kbps 8.0 8.7 5.0 11.1 10.4 10.2 7.0
100. wds/pac pps 5.0 5.4 i | 6.9 6.5 6.4 4.4
1 wds/pac. pps 11.0 12.5 13.0 12 11.5 11.6 11.5
One way. Parc to Hanover Street (Route = 90129015, FFFF,FFFF.FFFF)

100 wds/pac, Kbps 19.7 23.2 24.2 24.B 24.9 26,1 24.5
100 wds/pac. pps 12.3 14,5 15,1 15.5 15.6 15.7 15.3
1 wds/pac. pps 7.0 18.2 19.5 19.9 19.9 10.8 19.3
Qbservations

It is apparent that the TRMIDY tdme interval is responsible for the additional delay introduced
when looping back through the local radio: the host is trying (o generate packets at a furious rate,
and lowering TRMIDY increases the throughput from about 10 packets/second w 39. Thus, the
PRU can be quite good at internal loop-back: the 62 Kbps figure above compares very favorably
with the 78 Kbps possible with a loop-back plug. Changes in throughput in this case quite closely
track the upper limit imposed by TRMIDY (see Figure 9). These tesis do not necessarily establish
the internal loop-back limits of the PRU since some part of the delay is in the host

-=In contrast. continued change in TRMIDY has little effect on throughput of anything that is
actually sent out on the radio channel: other delays in the PRU exceed any delay imposed by the
TRMIDY time limit. The inital reduction from 80 ms. to &4 ms. makes a measurable change: but
with packets flowing only in one direction, reducing TRMIDY from 64 ms. to 1 ms. made no
significant improvement in packet throughput (just over 15 pps. when carrying 100 data words, or
almost 20 pps when carrying 1 data word). Even in the best case (one-way transmission of "raw
packets”. large packers, reduced value of TRMIDY). we still find that channel utilization is on the
order of 25%, suggesting other significant delays.

-Thus, for packets being sent one-way between two hosts. or when looped back from a distant
radio, the effect of changing TRMIDY is less pronounced: these transactions alrcady have
substantial packet processing time. and start out well below the limit imposed by TRMIDY. The
throughput curves gencrally do not rise dramatically as one decreases TRMIDY (see Figure 9).
























































































